
CSC 413 Exercises - Week 6 Shkurti / Gilitschenski

Exercise 1 - Variance

Show that for two independent random variables, 𝑋, 𝑌 and arbitraty 𝑎, 𝑏 ∈ ℝ, the following equality
holds

Var(𝑎𝑋 + 𝑏𝑌 ) = 𝑎2 ⋅ Var(𝑋) + 𝑏2 ⋅ Var(𝑌 ).

Solution

First, we use the definition of variance and rewrite the left hand side as

Var(𝑎𝑋 + 𝑏𝑌 ) = 𝔼 [(𝑎𝑋 + 𝑏𝑌 )2] − 𝔼[𝑎𝑋 + 𝑏𝑌 ]2.

Next, we expand the squares for each of the terms on the right hand side:

𝔼 [(𝑎𝑋 + 𝑏𝑌 )2] = 𝔼 [𝑎2𝑋2 + 2𝑎𝑏𝑋𝑌 + 𝑏2𝑌 2]
= 𝑎2𝔼 [𝑋2] + 2𝑎𝑏𝔼[𝑋𝑌 ] + 𝑏2𝔼 [𝑌 2]
= 𝑎2𝔼 [𝑋2] + 2𝑎𝑏𝔼[𝑋] 𝔼[𝑌 ] + 𝑏2𝔼 [𝑌 2] ,

𝔼[𝑎𝑋 + 𝑏𝑌 ]2 = (𝑎𝔼[𝑋] + 𝑏𝔼[𝑌 ])2

= 𝑎2𝔼[𝑋]2 + 2𝑎𝑏𝔼[𝑋] 𝔼[𝑌 ] + 𝑏2𝔼[𝑌 ]2.

Subtracting the two terms, we get

𝔼 [(𝑎𝑋 + 𝑏𝑌 )2] − 𝔼[𝑎𝑋 + 𝑏𝑌 ]2
= 𝑎2𝔼 [𝑋2] + 2𝑎𝑏𝔼[𝑋] 𝔼[𝑌 ] + 𝑏2𝔼 [𝑌 2] − 𝑎2𝔼[𝑋]2 − 2𝑎𝑏𝔼[𝑋] 𝔼[𝑌 ] − 𝑏2𝔼[𝑌 ]2
= 𝑎2𝔼 [𝑋2] − 𝑎2𝔼[𝑋]2 + 𝑏2𝔼 [𝑌 2] − 𝑏2𝔼[𝑌 ]2
= 𝑎2(𝔼 [𝑋2] − 𝔼[𝑋]2) + 𝑏2 (𝔼 [𝑌 2] − 𝔼[𝑌 ]2)
= 𝑎2 ⋅ Var(𝑋) + 𝑏2 ⋅ Var(𝑌 ).

Exercise 2 - Variance / Bias Decomposistion

Let 𝐷 = {(𝑥𝑖, 𝑦𝑖)|𝑖 = 1 … 𝑛} be a dataset obtained from the true underlying data distribution 𝑃 , i.e. 𝐷 ∼
𝑃 𝑛. And let ℎ𝐷(⋅) be a classifier trained on 𝐷. Show the variance bias decomposition

𝔼𝐷,𝑥,𝑦 [(ℎ𝐷(𝑥) − 𝑦)2]⏟⏟⏟⏟⏟⏟⏟⏟⏟
Expected test error

= 𝔼𝐷,𝑥 [(ℎ𝐷(𝑥) − ℎ̂(𝑥))2]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Variance

+ 𝔼𝑥,𝑦 [( ̂𝑦(𝑥) − 𝑦)2]⏟⏟⏟⏟⏟⏟⏟
Noise

+ 𝔼𝑥 [(ℎ̂(𝑥) − ̂𝑦(𝑥))2]⏟⏟⏟⏟⏟⏟⏟⏟⏟
Bias2

where ℎ̂(𝑥) = 𝔼𝐷∼𝑃 𝑛 [ℎ𝐷(𝑥)] is the expected regressor over possible training sets, given the learning algo-
rithm 𝒜 and ̂𝑦(𝑥) = 𝔼𝑦|𝑥[𝑦] is the expected label given 𝑥. As mentioned in the lecture, labels might not
be deterministic given x. To carry out the proof, proceed in the following steps:

(a) Show that the following identity holds

𝔼𝐷,𝑥,𝑦 [[ℎ𝐷(𝑥) − 𝑦]2] = 𝔼𝐷,𝑥 [(ℎ̂𝐷(𝑥) − ℎ̂(𝑥))2] + 𝔼𝑥,𝑦 [(ℎ̂(𝑥) − 𝑦)2] . (1)

(b) Next, show

𝐸𝑥,𝑦 [(ℎ̂(𝑥) − 𝑦)2] = 𝐸𝑥,𝑦 [( ̂𝑦(𝑥) − 𝑦)2] + 𝐸𝑥 [(ℎ̂(𝑥) − ̂𝑦(𝑥))2] (2)

which completes the proof by substituting (2) into (1).

1



CSC 413 Exercises - Week 6 Shkurti / Gilitschenski

Solution

(a) First, we reformulate (1) as

𝔼𝐷,𝑥,𝑦 [[ℎ𝐷(𝑥) − 𝑦]2] = 𝔼𝐷,𝑥,𝑦 [[(ℎ𝐷(𝑥) − ℎ̂(𝑥)) + (ℎ̂(𝑥) − 𝑦)]2]

= 𝔼𝑥,𝐷 [(ℎ̂𝐷(𝑥) − ℎ̂(𝑥))2] + 2 𝔼𝑥,𝑦,𝐷 [(ℎ𝐷(𝑥) − ℎ̂(𝑥)) (ℎ̂(𝑥) − 𝑦)] + 𝔼𝑥,𝑦 [(ℎ̂(𝑥) − 𝑦)2]

Next, we note that the second term in the above equation is zero because

𝔼𝐷,𝑥,𝑦 [(ℎ𝐷(𝑥) − ℎ̂(𝑥)) (ℎ̂(𝑥) − 𝑦)] = 𝔼𝑥,𝑦 [𝔼𝐷 [ℎ𝐷(𝑥) − ℎ̂(𝑥)] (ℎ̂(𝑥) − 𝑦)]
= 𝔼𝑥,𝑦 [(𝔼𝐷 [ℎ𝐷(𝑥)] − ℎ̂(𝑥)) (ℎ̂(𝑥) − 𝑦)]
= 𝔼𝑥,𝑦 [(ℎ̂(𝑥) − ℎ̂(𝑥)) (ℎ̂(𝑥) − 𝑦)]
= 𝔼𝑥,𝑦 [0]
= 0 .

(b) The proof here, is similar. We start by reformulating the second term in (2) as

𝔼𝑥,𝑦 [(ℎ̂(𝑥) − 𝑦)2] = 𝔼𝑥,𝑦 [(ℎ̂(𝑥) − ̄𝑦(𝑥)) + ( ̄𝑦(𝑥) − 𝑦)2]

= 𝔼𝑥,𝑦 [( ̂𝑦(𝑥) − 𝑦)2] + 𝔼𝑥 [(ℎ̂(𝑥) − ̂𝑦(𝑥))2] + 2 𝔼𝑥,𝑦 [(ℎ̂(𝑥) − ̂𝑦(𝑥)) ( ̂𝑦(𝑥) − 𝑦)]

Here, the third term is zero which follows from an analogous derivation as in (a). Thus, we have

𝔼𝑥,𝑦 [(ℎ̂(𝑥) − ̂𝑦(𝑥)) ( ̂𝑦(𝑥) − 𝑦)] = 𝔼𝑥 [𝔼𝑦∣𝑥 [ ̂𝑦(𝑥) − 𝑦] (ℎ̂(𝑥) − ̂𝑦(𝑥))]
= 𝔼𝑥 [𝔼𝑦∣𝑥 [ ̂𝑦(𝑥) − 𝑦] (ℎ̂(𝑥) − ̂𝑦(𝑥))]
= 𝔼𝑥 [( ̂𝑦(𝑥) − 𝔼𝑦∣𝑥 [𝑦]) (ℎ̂(𝑥) − ̂𝑦(𝑥))]
= 𝔼𝑥 [( ̂𝑦(𝑥) − ̂𝑦(𝑥)) (ℎ̂(𝑥) − ̂𝑦(𝑥))]
= 𝔼𝑥 [0]
= 0

Exercise 3 - Ensembling

Download the file ex06-ensembling.ipynb from quercus. It contains basic Pytorch code training a clas-
sifier on MNIST. Modify that code such that it trains an ensemble of 5-10 neural networks and computes
their average prediction once trained.
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