
CSC 413 Exercises - Week 9 Shkurti / Gilitschenski

Exercise 1 - Dot-Product Attention

You are given a set of vectors

h1 = (1, 2, 3)⊤, h2 = (1, 2, 1)⊤, h3 = (0, 1, −1)⊤

and an alignment source vector s = (1, 2, 1)⊤. Compute the resulting dot-product attention weights 𝛼𝑖 for
𝑖 = 1, 2, 3 and the resulting context vector c.

Exercise 2 - Attention in Transformers

Transformers use a scaled dot product attention mechanism given by

𝐶 = attention(𝑄, 𝐾, 𝑉 ) = softmax (𝑄𝐾⊤
√

𝑑
) 𝑉 ,

where 𝑄 ∈ ℝ𝑛𝑞×𝑑𝑘 , 𝐾 ∈ ℝ𝑛𝑘×𝑑𝑘 , 𝑉 ∈ ℝ𝑛𝑘×𝑑𝑣 .

(a) Is the softmax function here applied row-wise or column-wise? What is the shape of the result?

(b) What is the value of 𝑑? Why is it needed?

(c) What is the computational complexity of this attention mechanism? How many additions and multi-
plications are required? Assume the canonical matrix multiplcation and not counting exp(𝑥) towards
computational cost.

(d) In the masked variant of the module, a masking matrix is added before the softmax function is
applied. What are its values and its shape? For simplicity, assume 𝑛𝑞 = 𝑛𝑘.

Exercise 3 - Scaled Dot-Product Attention by Hand

Consider the matrices 𝑄, 𝐾, 𝑉 given by

𝑄 = [1 2
3 1] , 𝐾 = ⎡⎢

⎣

2 1
1 1
0 1

⎤⎥
⎦

, 𝑉 = ⎡⎢
⎣

1 2 −2
1 1 2
0 1 −1

⎤⎥
⎦

.

Compute the context matrix 𝐶 using the scaled dot product attention.
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